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Abstract—Smartphones are changing humans’ lifestyles. Mobile applications (apps) on smartphones serve as entries for users to access a wide range of services in our daily lives. The apps installed on one’s smartphone convey lots of personal information, such as demographics, interests, and needs. This provides a new lens to understand smartphone users. However, it is difficult to compactly characterize a user with his/her installed app list. In this article, a user representation framework is proposed, where we model the underlying relations between apps and users with Boolean matrix factorization (BMF). It builds a compact user subspace by discovering basic components from installed app lists. Each basic component encapsulates a semantic interpretation of a series of special-purpose apps, which is a reflection of user needs and interests. Each user is represented by a linear combination of the semantic basic components. With this user representation framework, we use supervised and unsupervised learning methods to understand users, including mining user attributes, discovering user groups, and labeling semantic tags to users. Extensive experiments were conducted on three data subsets from a large-scale real-world dataset for evaluation, each consisting of installed app lists from over 10 000 users. The results demonstrated the effectiveness of our user representation framework.
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I. INTRODUCTION

SMARTPHONES have increasingly become an indispensable part in our daily lives. Smartphones serve a wide variety of functions, and users can exploit mobile applications to achieve many imaginable purposes. The mobile application market has seen explosive growth in recent years, with Apple’s app store having around 1.8 million applications as of the third quarter of 2019.1 Applications (Apps) on smartphones can be considered as entries to access everyday life services, such as communication, shopping, and navigation. Smartphone users install apps depending on their needs, preferences, and tastes. Since a smartphone is linked to an individual, the apps on it achieve greater personalization. Thus, installed app lists can effectively convey lots of personal information. This provides us with a new lens to understand users from their installed app lists on smartphones.

User understanding is a process of identifying user characteristics from any related data, to have knowledge of what they look like, what they need, their abilities, limitations, etc. This knowledge can be further used for enhancing the retrieval for providing satisfaction to users in the context of devices, services, and applications. In particular, devices could adjust automatically in a smart environment depending on users’ needs and preferences. Devices could be targeted toward improving the user experience of specific users by providing more valuable features than others. Services can be actively recommended to users accordingly. Knowing user personal information can also be leveraged to enhance the personalization of applications, such as personalized Web search, personalized recommendation, and targeted advertising.

Besides, it can help users understand themselves in an objective and extensive way, so as to improve life quality. Users’ behavioral observations are surprisingly weakly related to their cognitive reports [1], [2]. Behaviors recorded by smartphones can help discover objective and unobservable information about users themselves. In addition, people’s memory capacity is limited, while smartphone records are infinite and detailed. Smartphones can continuously collect records about user behaviors for a long duration and in detail, which is helpful for extensively understanding users.

As with the prevalence of mobile apps in recent years, understanding users using smartphone apps has been emerging as a new research field. A growing number of studies have sought to understand mobile users from smartphone apps, such as demographics [3]–[5], personality [6], and daily life [7], [8]. The features used in these studies, however, are relatively simple and straightforward, which cannot compactly represent smartphone users’ characteristics.

In this article, in order to understand smartphone users, we propose a user representation framework to build a compact and semantic feature space from installed app lists using

Boolean matrix factorization (BMF). With this feature space, we identify user characteristics at both an individual user level and a user group level, such as mining user attributes, discovering user groups, and labeling semantic tags to users. The contributions of this article are two-fold.

1) We propose a new user representation framework from installed app lists, where we exploit the underlying relations between apps and users using BMF. It builds a compact user subspace by discovering basic components from installed app lists. Each basic component encapsulates a semantic interpretation of a series of special-purpose apps, so that it is easy to interpret. Each user is represented by a linear combination of the basic components, reflecting user needs or interests.

2) With the user representation framework, we develop three typical application scenarios to understand users. More specifically, at an individual user level, we mine three user attributes with classification, achieving an average accuracy of 84%. We also extract semantic labels for each individual. At a user group level, we discover user groups using clustering and identify the characteristics of each user group. We evaluate the effectiveness using three data subsets from a large-scale real-world dataset, each consisting of installed app lists of more than 10,000 smartphone users.

II. RELATED WORK

Recently, a growing number of analyses have sought to understand users from various cues, such as word use [9]; audio signals [10]; Web search logs [11], [12]; and social network [13]. Compared with the cues, apps on smartphones are inclined to be more personalized, since a smartphone is not only possessed by the same user but also goes almost everywhere with the owner. This promotes research studies on understanding users from smartphone apps. Here, we will review the related work in three aspects: 1) inferring demographics; 2) explaining personality; and 3) discovering life patterns.

A. Inferring Demographics

Apps on smartphones were used to infer demographics [3]–[5], [14]–[17]. For example, Seneviratne et al. [3] inferred about 200 users gender from their installed app lists, with an accuracy around 70%. Qin et al. [5] inferred gender and age range by leveraging the differences on app usage behaviors of 32,660 users, with an accuracy of 81.12% and 73.84%, respectively. Malmi and Weber [15] analyzed the used app lists of 3760 Android users, and inferred gender and income using logistic regression (LR) with an accuracy of 82.3% and 60.3%, respectively. Zhao et al. [4] mined 12 user attributes from installed app lists by using the support vector machine (SVM), with an average equal error rate of 16%. It was shown that user attributes have a significant impact on the adoption of apps.

B. Explaining Personality

The correlation between one’s personality and his/her app usage behaviors has been analyzed [6], [14]. For example, Chittaranjan et al. [6] investigated the relationship between app usage behaviors derived from rich smartphone data and self-reported Big-Five personality traits (Extraversion, Agreeableness, Conscientiousness, Neuroticism, and Openness to Experience). They analyzed the app usage records on the Nokia 95 smartphone from 83 participants over eight months, and found that the usage of all applications, except the use of Maps, Camera, Chat, and Game applications significantly explained variance in the traits. They also classified users’ Big-Five traits with an accuracy of 75.9%. Xu et al. [14] also explained the adoption of thirteen mobile apps by using the Big Five personality traits. For example, conscientiousness has a negative and significant effect on the adoption of services like photography, media and video, and location-based services.

C. Discovering Life Patterns

There have been a few studies trying to infer life patterns from smartphone apps [7], [18], [19]. In [7], life stages, such as “single,” “couple without children,” and “family,” were predicted with an accuracy of 85%, based on the adoption of apps of 1453 users. It was found that the adoption behaviors of apps differ across different life stages, since users have different needs. Zhao et al. [18] discovered different user groups by analyzing the app usage behaviors from 106,672 Android users, and identified the characteristics of each user group. For example, one user group uses the apps of Phone and SMS during midnight much more frequently than the others.

Although a few studies have used apps on smartphones to understand users, the features used in the studies are simple and straightforward. They cannot well describe the complex relationships between apps and users, degrading the performance of understanding users. In this article, we propose a new user representation framework where we explore the underlying relations between apps and users using the method of BMF, to build a compact and semantic feature space.

III. USER REPRESENTATION FRAMEWORK WITH INSTALLED APP LISTS

A. Motivation

To understand users from their installed app lists, we need to extract valuable features to represent each user. Intuitively, apps can be used for user representation. If an app is installed by one user, it appears only once in the installed app list even though it is updated multiple times by the user. If not, the app does not appear. Thus, we exploit the Boolean nature of the installed app list to represent each user as a Boolean app-based vector, where each app serves as a dimension, and each dimension has two values, 1 and 0, indicating whether the app is installed. The app-based vector directly describes whether one user installs one app, however, there are some limitations if we directly use each app to represent one user.

First, one single app cannot comprehensively and accurately convey a certain user characteristic. On one hand, only one app is not enough to describe a semantic. For example, only Alipay (a payment app) cannot reflect the preference for online shopping, since Alipay can also be used for payment for offline shopping. If one user installs both Taobao (an online shopping app) and Alipay, it can indicate this user prefers to shop...
online on his/her smartphone. On the other hand, one app sometimes indicates different user characteristics. For example, BeautyShopping (Meiligou) is an app designed for fashion shopping targeted for young ladies, and could reflect the preference to online shopping, age, and gender to some extent. It is necessary to combine other apps to more accurately and semantically infer the user characteristics.

Second, there would be a dimensionality curse and redundancy issue. A user vector would be very long if all the apps are used for user representation. Besides, in an installed app list, some apps are redundant for describing one user. Actually, some different apps that are interrelated with each other serve for similar tasks, so that they can reflect the same user characteristics. We roughly summarize the interrelationship between apps into the following types.

1) Being Similar in Function and Providing Similar Services: For example, both of IQIYI video and Youku video can reflect that one likes watching videos with smartphones, since both of them provide online video services.

2) Being Associated in Function and Usually Installed Together to Serve One Need: For example, Taobao and Alipay usually appear together on a smartphone, since users often use Taobao, an electronic commerce platform, for online shopping and Alipay for payment. It can reflect that the users prefer to online shopping on smartphones.

3) Being Installed in Group to Provide Services for Specific User Groups: For example, Baoyi map, Baoyi reading, Baoyi music, and Baoyi call are usually installed in the bundle, which provides a service for users with poor eyesight. It indicates that the users are likely visually impaired.

Taking together, we need to build a compact and semantic user subspace by discovering which apps are interrelated from installed app lists. Matrix factorization can discover the interrelationship underlying the interactions between two kinds of entities [20]. It represents a data matrix as a product of two factor matrices: one containing basis vectors that represent meaningful subjects in the dataset and another describing how the observations can be expressed as combinations of the subjects. There have been some matrix factorization methods, such as single value decomposition (SVD) [21] and non-negative matrix factorization (NMF) [22].

B. BMF-Based User Subspace

As mentioned above, a user can be intuitively represented as a Boolean vector, where each dimension represents one app, and has two values, 1 and 0, indicating whether the app is installed or not. Formally, a user \( u_i \) is represented as \( u_i = (x_1, x_2, \ldots, x_m) \), where \( x_j \) is the \( j \)th app. Thus, all the user vectors construct a Boolean user matrix \( U \), and we can discover the interrelated apps from it by matrix factorization methods to build a compact and semantic user subspace.

Some matrix factorization methods allow the factor matrices to contain arbitrary real numbers (e.g., NMF) or even negative entries (e.g., SVD). However, it is hard to interpret real-valued factor matrices if the input matrix is binary. Thus, it is natural to require that the factor matrices are also binary. Considering the user matrix \( U \) is binary, we exploit a method of BMF.

**Definition 1 (BMF-Based User Subspace):** Given the binary \( n \times m \) user-app matrix \( U \) where \( n \) rows represent \( n \) users and \( m \) columns represent \( m \) apps, and a positive integer \( k \), find an \( n \times k \) binary matrix \( P \) and a \( k \times m \) binary matrix \( B \) that minimize

\[
|U - P \circ B| = \sum_{i=1}^{n} u_i \oplus (P \circ B)_i
\]

where \( \circ \) denote the Boolean product, that is, the matrix product with addition defined by \( 1 + 1 = 1 \), and \( \oplus \) means a bitwise exclusive OR.

We denote a row vector of a matrix \( M \) by \( m_i \), a column vector by \( m_{i,j} \), and a matrix entry by \( m_{ij} \). Formally, BMF can be formulated by

\[
\begin{bmatrix}
  u_1 \\
  \vdots \\
  u_i \\
  \vdots \\
  u_n
\end{bmatrix}
\approx
\begin{bmatrix}
  u_1' \\
  \vdots \\
  u_i' \\
  \vdots \\
  u_n'
\end{bmatrix}
= \begin{bmatrix}
  p_1 \\
  \vdots \\
  p_i \\
  \vdots \\
  p_n
\end{bmatrix} \circ \begin{bmatrix}
  b_1 \\
  \vdots \\
  b_j \\
  \vdots \\
  b_k
\end{bmatrix}
\]

(2)

where \( \{u_i'\}_{i=1}^{n} \) refers to \( U' \), \( \{p_i\}_{i=1}^{n} \) refers to \( P \), and \( \{b_j\}_{j=1}^{k} \) refers to \( B \). \( U' = P \circ B \) denote the Boolean product of \( P \) and \( B \).

The factor matrix \( B \) contains basic components that encapsulate semantic interpretation of the interrelated apps, and \( P \) describes how users can be expressed as combinations of the basic components. In \( B \), each row vector \( b_j \) represents the \( j \)th basic component, containing information about which apps appear. \( b_j = 1 \) if the \( j \)th app appears in the \( j \)th basic component, and \( b_j = 0 \) otherwise. In the matrix \( P \), each row vector \( p_j \) describes how the \( j \)th user can be represented by a linear combination of the basic components. \( p_j = 1 \) denotes the \( j \)th user has the \( j \)th basic component. The basic components in \( B \) are used to represent each user, and \( B \) is defined as the subspace matrix. \( P \) can be taken as users’ coordinate in the user subspace, defined as the user coefficient matrix. The user \( u_i \) can be represented as \( p_i \) with the user subspace.

With the factor matrices, each user \( u_i' \) can be expressed by

\[
u_i' = p_i \circ B
\]

(3)

\( u_i' \) is the logical OR of the rows of \( B \) for which the corresponding entry in the \( i \)th row of \( P \) is 1.

Fig. 1 shows an example of BMF-based user subspace. In particular, let \( U \) be a \( 3 \times 4 \) Boolean matrix, where the rows represent the users \( u_1, u_2, \) and \( u_3 \), and the columns denote four apps, Taobao, Alipay, Youku video, and IQIYI video. For this
Boolean matrix, BMF produces the representation with \( k = 2 \), and generates a \( 3 \times 2 \) coefficient matrix and a \( 2 \times 4 \) subspace matrix.

As shown in Fig. 1, the representation has no error and is easy to interpret. The columns of \( P \) assign users to different basic components and the rows of \( B \) define the apps required in each basic component. In the subspace matrix \( B \), there are two basic components. The first one consists of Taobao and Alipay, reflecting the preference for online shopping. The second basic component consists of Youku video and IQIYI video, indicating reflecting the preference for online shopping. The second basic component consists of Taobao and Alipay, reflecting the preference for online shopping. The second basic component consists of Taobao and Alipay, reflecting the preference for online shopping.

As we can see from the user coefficient matrix \( P, u_o \) has both of the basic components and may prefer to online shopping and watch videos on smartphones; \( u_s \) is with the second basic component, who likes watching videos on smartphones; and \( u_w \) has the first basic component and prefers to online shopping on his/her smartphone.

C. Solving the User Subspace

The user subspace built via BMF is compact and easy to interpret, however, it is hard to find an exact decomposition of the user matrix \( U \). Instead, we try to find an approximate decomposition of \( U \) that minimizes the representation error. Assuming given a candidate matrix \( A \), we can construct \( P \) column by column by selecting greedily all the rows of \( A \) as the rows of \( B \). Here, we apply the greedy algorithm called ASSO [23]. The basic idea of ASSO is to exploit the correlation between the app columns in the user-app matrix \( U \) and build candidate basic vectors for basic components selection. First, the associations between every two app columns are computed and form an \( m \times m \) real-valued matrix \( R \). Second, the associations are turned to Boolean values to form an association matrix \( A \), where each row is considered as a candidate for being a basic component. Then, a small set of candidate basic components are selected from \( A \) in a greedy way to form \( B \), and \( P \) was fixed at the same time. The algorithm is illustrated in Fig. 2, and the pseudocode is summarized in Algorithm 1.

We first construct the association matrix \( A \) following the lines from 2 to 5 in Algorithm 1. We compute the confidence of an association \( r_{ij} \) (\( 0 \leq r_{ij} \leq 1 \)) between the \( i \)th app and \( j \)th app via association rule mining [24], shown in (4), and we obtain an \( m \times m \) real-valued matrix \( R \). In order to transform the \( R \) into a Boolean association matrix, a threshold \( t \) is introduced to control the level of confidence required to include an app to the basic component candidate. An association between app \( i \) and app \( j \) is \( t \) strong if \( r_{ij} \geq t \). We set \( a_{ij} = 1 \) if \( r_{ij} \geq t \), and otherwise \( a_{ij} = 0 \). Here, the indicator function \( 1(X) \) in the line 3 in Algorithm 1) takes a value of 1 if proposition \( X \) is true and 0 otherwise. By doing so, a Boolean association matrix \( A \) is constructed, in which each row is a basic component candidate

\[
r_{ij} = u(i \Rightarrow j, U) = \langle u_i, u_j \rangle / \langle u_i, u_i \rangle \quad (4)
\]

where \( \langle \cdot, \cdot \rangle \) is the vector inner product operation.

Then, following the lines from 6 to 14 in Algorithm 1, the factor matrices \( B \) and \( P \) are formed in a greedy manner. Initially, \( P \) and \( B \) are empty matrices (line 6 in Algorithm 1). The basic components are selected from \( A \) to fix \( B \) and the columns of \( P \) are fixed greedily as follows: \( B \) is updated in the iteration \( l \) by adding the \( l \)th row \( b_l \) which is a row vector from \( A \), and matrix \( P \) is updated by adding the \( l \)th column \( p_l \) which is an arbitrary \( n \)-dimensional binary column vector. In each iteration, in order to control the error, the objective function shown in (1) penalizes for both types of errors: 1) \( 0 \) becoming \( 1 \) in the reconstruction and 2) \( 1 \) becoming \( 0 \). We introduce weights \( w \) and \( w^- \) to reward for covering 1s and penalize for covering 0s, respectively. The selection of \( b_l \) and \( p_l \) is done so to maximize \( F(B, P, U, w, w^-) \) formulated as (5), the value of which can be considered as the “profit” of describing \( U \) using matrices \( B \) and \( P \). In \( F \), when more 1s keep as 1s in the reconstruction, there are fewer 1s becoming 0s, since the number of 1s in \( U \) is constant. Similarly, when fewer 0s

---

### Algorithm 1 Algorithm for BMF

**Input:** A matrix \( U \in \{0, 1\}^{n \times m} \) for the user-app matrix, a positive integer \( k \), a threshold value \( t \in (0, 1] \), and real-valued weights \( w \) and \( w^- \).

**Output:** Matrices \( B \in \{0, 1\}^{k \times m} \) and \( P \in \{0, 1\}^{n \times k} \).

```cpp
1: function ASSO(U, k, t, w, w^-)
2:   for \( i = 1, \ldots, m \) do
3:       \( a_i \leftarrow (1(u(i \Rightarrow j, U)) \geq t)_j \)
4:       // Construct the association matrix \( A \) row by row
5:   end for
6:   \( B \leftarrow [ ] \), \( P \leftarrow [ ] \)
7:   // \( B \) and \( P \) are empty matrices.
8:   for \( i = 1, \ldots, k \) do
9:       // Select the \( k \) vectors from \( A \).
10:      \( (a_i, p) \leftarrow \text{arg max}_{a_i, p \in \{0, 1\}^{m \times 1}} \)
11:     \( F \left( \frac{B}{a_i}, \frac{P}{p} \right), U, w, w^- \)
12:    \( B \leftarrow \frac{B}{a_i}, P \leftarrow \frac{P}{p} \)
13:   end for
14:   return \( B \) and \( P \)
15: end function
```
become 1s after reconstruction, there are more 0s kept as 0s
\[ F = w | \{ (i, j) : u_{ij} = 1, (P \circ B)_{ij} = 1 \} | \]
\[ - w^{-1} | \{ (i, j) : u_{ij} = 0, (P \circ B)_{ij} = 1 \} |. \]  
(5)

In this way, the user subspace can be built. The association matrix A is constructed in time \( O(nm^2) \), and a single discrete basic component is obtained in time \( O(nm^2) \). There are \( k \) iterations to fix the factor matrices of \( B \) and \( P \). Thus, Algorithm 1 has time complexity \( O(knm^3) \). In Algorithm 1, there are two parameters: 1) the threshold \( t \) and 2) weight \( w \) (assuming that \( w^{-1} = 1 \)) controlling the quality of the results. \( t \) controls the number of apps appearing in each basic component, and the weight \( w \) can be used to control the performance of BMF.

D. Illustration of Basic Components

The basic components discovered by BMF encapsulate semantic interpretation of interrelated apps. To give a sense of the basic components, we list six examples in Table I, including the apps in each basic component, the main functions of each app, the interrelationship between apps, and the user attribute reflected by each basic component.

As shown in Table I, the first two basic components consist of apps that are similar in function. For example, the first one consists of three apps that are social commerce fashion apps targeting females, and the second one consists of the apps providing services for playing music. They reflect the user attributes of the preference to online fashion shopping and listening to music on smartphones, respectively. The third and fourth basic components are composed of apps associated in function. In the fourth basic component, there is a game of league of legend (LOL) and LOL assistant box. The users with this component like playing the game of LOL on their smartphones. The last two basic components consist of apps that are usually installed in the group. For example, the fifth component consists of apps that are for babies learning, with which the users are probably raising a baby.

TABLE I
ILLUSTRATION OF SIX BASIC COMPONENTS

<table>
<thead>
<tr>
<th>No.</th>
<th>Apps in each basic component</th>
<th>Main functions</th>
<th>Interrelationship among apps</th>
<th>Attribute reflected by each basic component</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mogujie, Ujeiyi</td>
<td>Social commerce</td>
<td>Similar in function</td>
<td>Preference to online fashion shopping</td>
</tr>
<tr>
<td>2</td>
<td>Kugou music, NetEase music,</td>
<td>Playing music</td>
<td>Similar in function</td>
<td>Interests in listening music with phones</td>
</tr>
<tr>
<td>3</td>
<td>Meituan, QQ music</td>
<td></td>
<td></td>
<td>Preference to online shopping</td>
</tr>
<tr>
<td>4</td>
<td>LOLO, LOLO box</td>
<td>Game: League of legend</td>
<td>Associated in function</td>
<td>Interests in playing LOL</td>
</tr>
<tr>
<td>5</td>
<td>Baby learning number</td>
<td>Help babies learn numbers, language, fruit, and animals</td>
<td>Installed in group</td>
<td>parents or raising a baby</td>
</tr>
<tr>
<td>6</td>
<td>Meituan, Camers</td>
<td>BeautyPlus-Selfie Camera</td>
<td>Installed in group</td>
<td>Preferences-to beautifying pictures and videos</td>
</tr>
</tbody>
</table>

Fig. 3. Diagram of understanding users in the user subspace (\( c_k \), the \( k \)th basic component).

IV. UNDERSTANDING USERS IN BMF-BASED USER SUBSPACE

Given a user population with installed app lists, a BMF-based user subspace \( B \) can be built by the method of BMF. One user can be basically described by his/her installed app list as \( u_i = (x_1, x_2, \ldots, x_m) \), where \( x_j \) is for the \( j \)th app, and it has two values, 1 and 0, for indicating whether the app is installed or not. With the BMF-based user subspace \( B \), the user can be approximately represented by

\[ p_i = u_i \circ B^\dagger \]  
(6)

where \( B^\dagger \) is the pseudoinverse matrix of \( B \).

With the user representation, we develop three typical application scenarios to understand users: 1) mining user attributes with classification; 2) discovering user groups with clustering; and 3) labeling users with extracted semantic tags. Fig. 3 shows the diagram of understanding users with the user subspace.

A. Mining User Attributes With Classification

User attributes can be roughly divided into two classes: 1) discrete attributes and 2) continuous attributes. The former refers to the ones with discrete values such as age, while the latter are with continuous values such as height. The exact values of attributes are not so necessary in some application scenarios, such as targeted advertising and personalized recommendation. Thus, the values of attributes can be discretized so that the attributes can be divided into \( z \) categories with \( z \) corresponding labels. For example, height could be divided into three classes, short, medium, and tall. Thus, the problem of mining user attributes can be simplified to identifying which class a user belongs to, and what label he/she has. From the viewpoint of classification, it is a multiclassification problem [25]. It can be defined as: given an attribute \( \alpha \) and its label collection \( L = \{ l_1, l_2, \ldots, l_z \} \), for a user \( p_i \) represented in the BMF-based user subspace, find a function

\[ y(\alpha) : p_i \rightarrow l_j \]  
(7)

where \( p_i \) is the input of the classifier, and \( l_j \in L_\alpha \) is the output.

B. Discovering User Groups With Clustering

A user group is a set of people who have similar attributes, such as interests and needs. In the real-world, user attributes could shape their adoption of smartphone apps, and users with similar attributes may install similar apps, attempting to aggregate into a group. In our compact user subspace, users with similar basic components discovered from apps form a cluster.
In the case of clustering, it is to group a given collection of unlabeled patterns into meaningful clusters based on similarity [26], [27]. Therefore, the task of discovering user groups is smoothly transformed into a clustering problem. It can be solved by segmenting users into clusters, with the most similar users being grouped into the same one cluster. In other words, whereas a user in a certain group should be as similar as possible to all the other users in the same group, it should likewise be as distinct as possible from users in different groups. Given a user population \( [p_1, p_2, \ldots, p_n] \), we aim to partition the \( n \) users into \( q \) (\( q \leq n \)) groups \( G = [G_1, G_2, \ldots, G_q] \) that minimize

\[
\arg \min_G \sum_{i=1}^q \sum_{p \in G_i} \|p - \mu_i\|^2
\]

(8)

where \( \mu_i \) is the mean of the users in the group \( G_i \).

C. Labeling Users With Semantics of Basic Components

Labeling each user \( p_i \) with semantic tags is helpful for well-understanding users, which can describe users in a brief and intelligible way [28]. With the BMF-based user subspace, each user can be represented as \( p_i \) with basic components. Each basic component encapsulates a semantic interpretation of a series of special-purpose apps. One user can be labeled by the semantic tags of the basic components he/she has. It is required to extract the semantic \( s_j \) of the basic component \( b_j \), which can be retrieved from the main functions of the apps appearing in \( b_j \). The function of apps can be derived from their description available in appstore websites. However, reliable semantic extraction from text remains difficult. We choose to avoid this problem and use an alternative in the form of crowdsourcing, by soliciting contributions from a large group of people and especially from the online community [29]. In our case, for each basic component \( b_j \), participants are asked to select a semantic word from the candidate word set we list for \( b_j \), depending on their knowledge to the apps appearing in \( b_j \). We gather the words, and select the most frequent word as the semantic tag \( s_j \) of the basic component \( b_j \).

Then, one user \( p_i \) can be labeled with the semantics of the basic components he/she has, described as (9). The number of one’s semantic tags is equal to that of the basic components appearing in his/her representation vector, since only one semantic tag is allowed for each basic component

\[
\text{Tag}(p_i) = \{s_j | p_{ij} = 1\}
\]

(9)

where \( \text{Tag}(p_i) \) represents the collection of the tags of the user \( p_i \), \( p_{ij} = 1 \) means the user \( p_i \) has the \( j \)th basic component.

V. Experiments

In this section, we evaluated the BMF-based user subspace using real-world datasets of installed app lists. The results of mining user attributes with classification, discovering user groups with clustering, and labeling users with semantic tags were analyzed in detail, respectively.

A. Data Description

The datasets we used contain lists of apps installed on Android smartphones, provided by a mobile Internet company in China. Each record in the dataset consists of an anonymized User ID (the unique identity), installation package name used to identify an app, and the app name.

B. Getting of Attributes

For the evaluation, groundtruth of user attributes is required. A large-scale groundtruth dataset, however, is difficult to obtain. To cope with this problem, we employed two strategies to obtain three kinds of groundtruth for our experiment: 1) gender; 2) smartphone price; and 3) screen size.

1) Getting Gender via Questionnaires: Gender information was collected through questionnaires. When the installed app lists were collected, a brief questionnaire about demographics such as gender was meanwhile present to users. Users voluntarily answered the questionnaire, and the user who reported the demographic attribute was offered a compensation with a 20 Yuan e-coupon. Then, one’s hashed ID is uploaded to the server, as well as the corresponding installed app lists and gender information. There are 15,000 participants voluntarily providing their gender, including 7500 males and 7500 females.

2) Getting User Attributes via Smartphone Models: We designed the other two user attributes: 1) smartphone price and 2) smartphone size from phone model-related data. Each smartphone in our real-world dataset is accompanied with its phone model. For each smartphone, we crawled its model-related data from the Web. According to the 2017 annual report on Chinese smartphone market by iiMedia,\(^2\) price is an important factor to be considered in the purchase of smartphones. Smartphone price can reflect user income or consumption level to a certain extent. Smartphone size is another important factor. Screen size may reveal preference of phone usage to some extent.

Smartphone Price: To give a sense of the smartphone price in the dataset, we computed the frequency of the users in terms of their smartphone price, shown in Fig. 4(a). The horizontal axis is the price of smartphones with a 200 CNY bin width. As shown, there is a wide range of the price, from 200 CNY ($32) to 6000 CNY ($968). Few users have smartphones with the price lower than 500 CNY ($75) or higher than 3700 CNY ($560). Here, we focused on those users who have low-price or high-price phones, and divided them into two groups: 1) low-price group with phone price lower than 500 CNY (negative samples) and 2) high-price group with phone price higher than 3700 CNY (positive samples). There are 6253 and 6656 users in the low- and high-price group, respectively.

Smartphone Size: Similarly, we computed the frequency of the users in terms of their screen size, shown in Fig. 4(b), where the horizontal axis is the screen size of smartphones with a 0.25-inch bin width. The smartphone screen size varies from 3.0 to 6.0 inch. Here, we focused on the users who use smartphones with size smaller than 3.75 inch and larger than

\(^2\)http://www.iimedia.cn/56041.html
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**TABLE II**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td>15,000</td>
<td>9326</td>
</tr>
<tr>
<td>price</td>
<td>12,909</td>
<td>6655</td>
</tr>
<tr>
<td>size</td>
<td>11,176</td>
<td>5177</td>
</tr>
</tbody>
</table>

5.50 inch, and divided them into two groups: 1) **small-size group** with size smaller than 3.75 inch (negative samples) and 2) **large-size group** with size larger than 5.50 inch (positive samples). There are 9911 negative samples and 5588 positive samples in the dataset, respectively. In order to keep the balance of the two-class samples, we randomly selected 5588 users with screen size smaller than 3.7 inch as negative samples.

We focused on apps who were installed by many users. We removed those apps which appear less than three times in total, and did not use them to represent users. The overview of the three data subsets after filtering is shown in Table II. In the user-app matrix input for BMF, the percentage of 1s is 0.53%, 0.60%, and 0.57% for the three subdatasets of gender, price, and size, respectively.

**C. Setting the Value of Parameter t**

In Algorithm 1, there are two parameters: 1) the threshold $t$ controls the number of apps in each basic component and 2) weight $w$ (assuming that $w^{-1} = 1$) impacts the factorization accuracy of BMF. We first conducted experiments to set the value of $t$, and then set the value of $w$ according to classification results, as well as the value of $k$.

We computed the associations between every two apps and form a real-valued matrix $R$. $t$ was introduced to control the level of confidence required to include an app to the basic component candidate. If the association between two apps is larger than $t$, the association will be turned into 1, and 0 otherwise. There are many 0s in $R$, indicating some apps are not interrelated with each other. Here, we focused on the associations that are stronger than in $R$. We computed how many nonzero elements will be turned into 1s with varying $t$, shown in Fig. 5(a). In Fig. 5(a), the horizontal axis is the varying $t$ values using a 0.1 bin width, and the vertical axis is the percentage of nonzero elements that will be turned into 1s with the specific value of $t$. We also computed and the average number of apps in each basic component when $t$ varies, shown in Fig. 5(b). In Fig. 5(b), the horizontal axis is the same as that of Fig. 5(a), and the vertical axis is the average number of apps in each basic component candidate with the specific value of $t$.

When $t$ is smaller, there are more 1s in the association matrix $A$. However, if $t$ is very small, there are too many apps in each basic component, making it difficult to interpret. For example, when $t$ is 0.1, there are around more than 120 apps in each basic component candidate on average, shown in Fig. 5(b). On the contrary, if $t$ is very big, there will be very few apps in each basic component, missing some interrelated apps. For example, when $t$ is 0.9, only around three apps in each basic component candidate. Therefore, we made a tradeoff and set $t=0.6$, for which more than 5% of nonzero elements will be turned to 1s, and about 8, 12, and 9 apps on average appearing in each basic component candidate for gender, price, and size, respectively.

**D. Classification Results**

1) **Performance Measurement and Implementation:** We used the criterion of accuracy (abbr. ACC), precision, and recall to measure the classification results.

We trained different classifiers to investigate the ability of the basic components for mining user attributes, including deep neural network (DNN), gradient boosting decision tree (GBDT), SVM, LR, random forest (RF), and adaboost (AB). In particular, in the DNN model, features were input into a wide layer, followed by three hidden layers of fully connected
rectified linear units (ReLU). There are 64, 16, and 4 neurons on the first, second, and third hidden layer. In the training procedure, a cross-entropy loss was minimized with gradient descent on the output of the sampled softmax. To train the classifiers, we employed the five-fold cross-validation policy. The dataset was evenly divided into five folds. In each round, four folds were for training classifiers and the rest for validation. Thus, any user for testing will never simultaneously occur in the training and testing set. We repeated this procedure five times.

2) Varying $w$ and $k$ for Classification: As mentioned above, the values of weight $w$ and $k$ (the number of basic components discovered by BMF) can affect the classification performance. In order to decide the values of $w$ and $k$, we conducted experiments with different values of $w$ and $k$ to observe the performance of classification for all the three data subsets, respectively, shown in Fig. 6. As we can see, for each $w$, with $k$ increasing, ACC increases and eventually becomes steady nearly at $k = 400$ for all the three attributes. When $w$ is bigger, there will be more 1s in the factor matrices. Thus, we set $k$ to be 400. For each $k$, the classification performance is the best when $w = 2$ for all the three attributes, while that is the worst when $w = 1$. When the $w$ is too big, it will result in severe reconstruction errors because more 0s in the original user-app matrix become 1s in the reconstruction error. The error will impact the performance of the classification tasks. The value of $w$ was set to be 2.

After $t$, $w$, and $k$ were decided, we also computed the percentage of 1s in the user coefficient matrix where each row represents each user for classification. The percentage of 1s in the user coefficient matrix is 7.16% for gender, 8.18% for price, and 7.69% for size, respectively. The user representation vector is more compact than that in the input user-app matrix. The density has been improved around 14 times for all the three subdatasets of gender (7.16% versus 0.53%), price (8.18% versus 0.60%), and size (7.69% versus 0.57%). The significant density improvement shows the effectiveness of the BMF method in our datasets.

3) Analysis of Classification Results: In order to demonstrate the efficiency of basic components for classifying users, we conducted an extensive comparison of classification results from different aspects, including classifiers, matrix factorization methods, and user representation methods.

a) Comparison among classification methods: We tested the classification results of different classifiers (DNN, GBDT, SVM, LR, RF, and AB). We implemented all the algorithms in python, and tried different parameters in practice to achieve the best performance, respectively. For all the classifiers, each user was represented by the 400 basic components discovered by BMF with $t = 0.6$ and $w = 2$. The comparison performance of ACC, precision and recall is shown in Fig. 7. We can see that DNN performs best for all of the three attributes, and AB performs worst (DNN > GBDT > SVM > LR > RF > AB). For gender, the ACC of the six algorithms is 77.2% (DNN), 76.6% (GBDT), 76.1% (SVM), 74.7% (LR), 73.6% (RF), and 72.1% (AB), respectively. For the smartphone price, the ACC is 92.9% (DNN), 92.4% (GBDT), 92.1% (SVM), 90.7% (LR), 89.2% (RF), and 87.4% (AB). For the screen size, the ACC of the six algorithms is 90.1% (DNN), 89.7% (GBDT), 89.1% (SVM), 87.1% (LR), 86.2% (RF), and 84.1% (AB), respectively. Similarly, for the precision and recall, the DNN performs the best while the AB performs the worst, shown in Fig. 7(b) and (c). With the DNN model, the precision of gender, price, and size is 0.69 for male and 0.80 for female, 0.88 for high price and 0.86 for low, and 0.91 for large screen size and 0.89 for small.
We compared user representation methods for classifying even negative values (e.g., SVD), making it difficult to extract information about users. The basic components discovered by BMF, which was called as BMF for short. We tested two other user representation methods.

1) **Apps:** Using important apps to represent users. For a given attribute, 500 important apps were selected by information gain (IG) to represent each user [4]. Each user was expressed as a binary 500-D vector, in which each dimension has two values, that is, 1 and 0, for indicating whether the app is installed or not.

2) **Categories:** Using categories of apps to represent users. We categorized apps into 29 categories [18]. Each category was used to represent a user with a 29-D vector, where the value of each dimension is the exact number of apps one user installs in the category.

![Fig. 8. Performance comparison among different matrix factorization methods: BMF, NMF, round.NMF, SVD, and round.SVD. (a) Classification accuracy. (b) Reconstruction error.](image)

**b) Comparison with other matrix factorization methods:**

We compared BMF with the other matrix factorization methods: SVD [21], round.SVD, NMF [22], and round.NMF. In particular, by SVD and NMF, the factor matrices of the user coefficient matrix and subspace matrix are real valued, but in round.SVD and round.NMF we rounded the factor matrices to Boolean ones. The rounding for NMF was done by taking 0.5 as the threshold, and setting all values less than 0.5 to 0 and all others to 1, and for SVD taking 0 as the threshold. When we used SVD, round.SVD, NMF and round.NMF, the original matrix is boolean, and $k = 400$, that is, each user was also represented as a 400-D vector.

The comparison performance of ACC is shown in Fig. 8(a). As we can see, the user representation built via BMF performs best for all the three attributes while that of round.SVD performs worst, about 7%–11% lower than BMF. When the methods of NMF and SVD are used, the classification results are very close, around 1%–2% lower than those of BMF. To be specific, for the attribute of gender, the ACC for BMF, NMF, round.NMF, SVD and round.SVD is 77.2%, 75.9%, 74.1%, 76.2%, and 70.1%, respectively. For the attribute of smartphone price, the ACC for BMF, NMF, round.NMF, SVD and round.SVD is 92.9%, 91.2%, 90.0%, 91.4%, and 81.9%, respectively. The ACC for BMF, NMF, round.NMF, SVD and round.SVD, for the attribute of smartphone size, is 90.1%, 88.6%, 87.6%, 89.5%, and 82.5%, respectively.

Yet, in the three subdatasets, SVD and NMF have lower reconstruction error. We measure the reconstruction error of all the matrix factorization methods using root mean square error (RMSE), shown in Fig. 8(b). It can be seen that the SVD has the lowest reconstruction error, while the round.SVD has the highest error. For all the three subdatasets, the BMF method has a little higher reconstruction error than NMF and SVD, but lower than round.SVD.

Although the SVD and NMF have lower reconstruction error, the classification results of BMF is a little higher than those of SVD and NMF. Moreover, the basic components discovered by BMF is much more easily to be interpreted, which is very important for understanding users. The basic components discovered by SVD and NMF consist of real values, and even negative values (e.g., SVD), making it difficult to extract the semantic of each basic component.

c) **Comparison with other user representation methods:**

We compared user representation methods for classifying users. Each user was represented by basic components discovered by BMF, which was called as BMF for short. We tested two other user representation methods.

1) **Apps:** Using important apps to represent users. For a given attribute, 500 important apps were selected by information gain (IG) to represent each user [4]. Each user was expressed as a binary 500-D vector, in which each dimension has two values, that is, 1 and 0, for indicating whether the app is installed or not.

2) **Categories:** Using categories of apps to represent users. We categorized apps into 29 categories [18]. Each category was used to represent a user with a 29-D vector, where the value of each dimension is the exact number of apps one user installs in the category.
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**d) Important basic components for classification:** In this experiment, we demonstrated the most important basic components for classifying different user attributes. We applied the method of IG to select the top five important basic components for gender, price and size, respectively, shown in Fig. 9. The IG is higher, the basic component is more important.

As we can see from Fig. 9(a), the most important basic component is the one consisting of the apps of MeituPS, MeiyanCamera, and MeipaiMV, all of which provide the photography services in photographs or videos such as customizing exclusive beauty style to make photographs mesmerizing. The second important basic component consists of the apps of MeituPS (for photography) and MoguJue (a fashion commercial shopping platform targeting females). The third one consists of casual game apps, and the fourth one consists of beauty shopping apps. The fifth basic component consists of apps for group buying (Dazhongdianping and Meituan) and payment (AliPay). The most important basic components for price are shown in Fig. 9(b). The top one consists of apps for...
shopping, the second one consists of apps for traveling, and the third one is composed of apps for beauty shopping. It indicates that high-price user group and low-price user group have differences in financial activities, such as shopping and traveling. As shown in Fig. 9(c), the top four important basic components are have apps for playing games and watching videos, and the fifth important one is for news reading, indicating that the users with large screen size probably like playing games, watching videos, and reading news on their smartphones.

E. Clustering Results

1) Implementation and Performance Measurement: We discovered user groups using k-means, where Euclidean distance was applied to measure the similarity among users. To obtain the optimal number of clusters, we iteratively applied k-means for a varying number of clusters and introduced $\gamma$ to measure the performance. $\gamma$ is the ratio of the sum square and the total sum square [30], computed by (10). Bigger $\gamma$ means that data points cluster more neatly in the dimensional space.

$$\gamma = \frac{\text{BetweenSS}}{\text{TotalSS}} \quad (10)$$

where TotalSS means the sum of squared distance of each data point in the space to the global sample mean. BetweenSS is the sum of squared distances of sample means to the global mean. The sample mean is the mean of each clustered group.

2) Comparing Clustering Results in Different User Subspaces: We tested user groups in two other user subspaces, Apps-subspace, and Categories-subspace, where users were represented by the methods of Apps and Categories aforementioned. We used multidimensional scaling (MDS) [31] to reduce the features to three dimensions and plotted all the clusters for all the three attributes. Fig. 10 shows an overview of the clustering results for all the three user attributes in the three different user subspaces, BMF-based-subspace, Apps-subspace, and Categories-subspace, respectively.

As shown in Fig. 10, for each data subset, there are no discernible patterns of clusters in the user subspaces built by important apps and app categories. Fortunately, in the BMF-based-subspace, the user groups appear to be nicely separated, giving a visual indication that BMF-based-subspace was successful. As for the $\gamma$, for the all the three data subsets, the $\gamma$ of BMF-based-subspace are much bigger than that of Apps-subspace and Categories-subspace. Specifically, for the gender subset, the $\gamma$ of BMF-based-subspace is 0.75, while that of Apps-subspace and Categories-subspace is 0.44 and 0.55. For the price subset, the $\gamma$ of BMF-based-subspace, Apps-subspace, and Categories-subspace is 0.85, 0.65, and 0.61. For the size subset, the $\gamma$ of BMF-based-subspace, Apps-subspace, and Categories-subspace is 0.86, 0.56, and 0.63.

3) Cluster Examples in the Gender Dataset: We took the gender subset as an example to illustrate the clustering performance in the BMF-based user subspace. In the gender subset, we obtained three clusters when the $\gamma$ was the biggest. We used three different colors to differentiate the three groups, including blue, green, and red groups. For the 15,000 users in the subset, there are 39.27%, 30.98%, and 29.75% of users in the blue, green, and red group, respectively.

The users in each group are represented by combinations of similar basic components. To well understand each user group, we need to learn the top basic components of the users in each group have in common. We computed and selected the significant basic components for each user group. We compared the frequency of each basic component in one group, with its frequency in the left two groups. The significance of the $i$th basic component $D_i$ was computed by (11). We ranked $D_i$ in the descending order, and selected the top basic components for understanding each group.

$$D_i = F_{i,1} - F_{i,2} = \frac{N_{i,1}}{N_1} - \frac{N_{i,2}}{N_2} \quad (11)$$
In the green group, there are roughly equal numbers of males and females, accounting for 48.9% and 51.1%, respectively. The most significant basic component consists of four apps: 1) Taobao; 2) Tmao; 3) Jingdong; and 4) Alipay, of which the first three ones are Chinese online shopping apps similar to eBay and Amazon, and the last one is an online payment platform. The second basic component consists of Dazhongdianping, Meituan, and Baidunumou, all of which are Chinese group buying apps for locally found consumer products and retail services. The third one consists of WhereTraveling, XiechengTraveling, and eBay, of which the first two apps provide travel-booking services. All the apps in the top three basic components provide e-commerce platforms, indicating the users in the green group prefer to online shopping.

In the red group, 66.3% of users are males. As shown in Table III, all of the apps appearing in the top three significant basic components are related to games. For example, the most significant basic component consists of apps about casual games, including BeatMaster, AngryBirds, and PlantsVSZombies. The apps in the second and third basic component are related to action games and card games, respectively. The game apps reflect the preference to play games on smartphones.

### F. Labeling Results

With the BMF-based user subspace, each user is represented by basic components. We labeled each user by extracting the semantic of the basic components he/she has. The semantic of each basic component can be derived from the apps appearing in the basic component. We first investigated how many apps are in basic components. We computed the frequency of basic components in terms of number of apps with $r = 0.6$, $w = 2$, and $k = 400$. It was found that, for all the three attributes, most of basic components consist of 2 or 3 apps, accounting for about 75%, and very few basic components consist of more than 10 apps. It is reliable to manually learn the semantic of a few apps in one basic component based on the knowledge to the apps. Thus, we found out the semantic of each basic component through the approach of crowdsourcing.

1) Extracting Semantics of Basic Components Through Crowdsourcing: The semantic of each basic component was extracted through crowdsourcing. In our case, for each basic component participants were asked to select a word depending on their knowledge to the apps appearing in the basic component. Then, we selected the most frequent word as the final semantic of each basic component. More specifically, for each basic component, we manually listed three words according to the main function of the apps, as three candidate choices for participants. Participants can choose at least one word as the semantic of the basic component, or fill out other words if he/she does not agree with all the three choices. For participants, it looked like to fill out a questionnaire based on their knowledge to the apps. There were 1200 basic components in total for the three data subsets, and we stored all the questions in a database in our local server. A simple Web page was developed to connect to the server to acquire

<table>
<thead>
<tr>
<th>Group</th>
<th>Top 3 significant basic components</th>
<th>Apps in each basic component</th>
<th>Main function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue</td>
<td>1</td>
<td>Meitu PS (美图 PS)</td>
<td>Beautifying pictures</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Mogujie (蘑菇街)</td>
<td>Social commerce fashion app targeting young ladies</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Jumei Youpin (聚美优品)</td>
<td>An app for group-purchasing cosmetics</td>
</tr>
<tr>
<td>Green</td>
<td>1</td>
<td>Alipay (支付宝)</td>
<td>An online payment platform</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Dazhongdianping (大众点评)</td>
<td>Apps for group purchasing</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Where Traveling (去哪儿)</td>
<td>Providing travel-booking service</td>
</tr>
<tr>
<td>Red</td>
<td>1</td>
<td>BeatMaster (节奏大师)</td>
<td>Casual games</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>TempleRun (神庙逃亡)</td>
<td>Action games</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>QQ Poker (QQ斗地主)</td>
<td>Card games</td>
</tr>
</tbody>
</table>

where $F_{i1}$ and $F_{i2}$ are the frequency of the $i$th basic component for the selected group $G$ and the other groups $G^-$, respectively. $N_{i1}$ and $N_{i2}$ mean the number of users with the $i$th basic component in $G$ and $G^-$, respectively, $N_1$ and $N_2$ are the total number of users in $G$ and $G^-$, respectively.

Due to space constraints, we listed the top three significant basic components for each group and the apps in them, shown in Table III. We also computed the proportion of female and male users in each group. In the blue group, female users account for 61.5%. As shown in Table III, the top three basic components for the blue group are composed of the apps providing services for beautifying pictures and videos, and group purchasing fashionable commerce and cosmetics. To be specific, the most significant basic component consists of three apps, MeituPS, Meiyan camera, and Meipai MV, which are used for beautifying pictures, taking selfie and recording videos with smart beautifying function, respectively. It indicates that, compared with others, the users in the blue group probably use apps of beautifying pictures or videos more frequently. The second most significant basic component is composed of Meitu PS, and Mogujie that is a social commerce fashion app targeting young ladies. The third most significant one consists of three apps: 1) Meilishuo; 2) Mogujie; and 3) Jumei Youpin. Meilishuo is a fashion e-commerce app similar to Meilishuo, and Jumei Youpin is an app for online group purchasing cosmetics. That is to say, the users in the blue group likely prefer to shop online for fashion commerce and cosmetics. All of these apps appearing in the top three basic components have very significant features of women.
questions. When the link of Web page was clicked by someone, 20 basic components were randomly selected to show. The Web page was published through WeChat, a very popular app for social online network in China, from July 25, 2016 to August 26, 2016. During this period, 989 people clicked our Web page, and 367 filled out the questionnaires. To ensure a high level of answer integrity, we removed the incomplete questionnaires, and there were 348 valid ones left. According to our analysis, each basic component was tagged by about five different participants to provide a level of error resistance.

For each basic component, we selected the most frequent word as its semantic. The semantics of some example basic components are given as follows.

1) **Traveling Type:** The users with this basic component like traveling. The basic component consists of apps that provide services for traveling, for example, WhereTravelling, XiechengTravelling, and RentingCar.

2) **Gamers:** The users who have the basic component are interested in playing games on their smartphones. The basic component consists of apps related to various kinds of games, for example, Fightthelandlord, Beatmaster, happyanimal, Coolrunning and Link-link.

3) **Online Shoppers:** This kind of users prefer to online shopping on smartphones. The basic component consists of Taobao and Alipay. They are associated in function, since users often use Taobao for shopping and Alipay to pay.

4) **Car Lovers:** The users are interested in car-related content. The apps providing services in car news, car forum, and car technology appear in the basic component.

5) **Parents:** The users with this basic component are probably parents or raising a baby. The basic component is composed of apps related to raising a baby, supporting pregnancy, etc., for example, HappyParenting, Babyhealth, an Fairytales.

2) **Tags for Users:** The basic components one user has are a reflection of what he/she needs, what he/she is interested in, etc. We used the semantics of one’s basic components to tag him/her. Two examples of User A and User B are shown in Figs. 11(c) and 12(c), respectively. The User A was labeled with ten tags, such as CarLover, Gamer, MusicLover, SportsFan, etc. It indicates that he/she is fond of cars, music, games, sports, etc. The User B was also labeled with ten tags, including BeautyLover, BeautyShopper, OnlineShopper, Mother, CookingLover, MusicLover, VideoLover, GroupBuyer, TravelLover, and FitnessFan. The tags show that User B is a mother, and prefer to make herself look more beautiful. She is also interested in cooking, music, traveling, fitness, and watching online video on her smartphone. As we can see from the two examples, the semantic tags extracted from basic components can describe one user in a brief and understandable way.

In order to highlight the effectiveness of basic components in labeling users, we tested the other two methods: using 1) apps and 2) basic component names to tag users. Compared with apps and basic component names, the semantics of basic components are more meaningful for describing user characteristics. Also taking the User A and User B as examples, we used the names of apps in his/her basic components as tags, shown in Figs. 11(a) and 12(a). As we can see from Figs. 11(a) and 12(a), there are much more tags for the User A and User B than those in Figs. 11(c) and 12(c). Some tags are not easily understandable, since the names of some apps cannot directly describe their main function. Besides, some tags are redundant, because some apps can reflect the same attributes. For example, both of the apps, Autohome and Carheadline providing services in car news, technology, and markets, reflect the same user attribute of being interested in cars. All the apps of MongoTV, IQiYi, and YoukuVideo reflect the same interest of watching online video on smartphones. To summarize, it is difficult to quickly capture the user preference or interests when he/she is labeled with the names of the apps in his/her basic components.

We also took each basic component name as a tag, which was expressed by the names of the apps in each basic component. The User A and User B were taken as examples, and their tags are shown in Figs. 11(c) and 12(b), respectively. It
can be seen that for both of them each tag was very long and difficult to quickly capture the meaning.

VI. CONCLUSION

One’s installed app list on a smartphone reveals lots of underlying user characteristics. In this article, we understood users through their installed app lists by building a compact and semantic feature space. A user representation framework was proposed, where we modeled the underlying relations between users and apps with the method of BMF. We discovered basic components of interrelated apps to build a compact user subspace. Basic components consisting of the interrelated apps reflect user needs and interests, which were used to represent each user. With user representation, we developed three typical application scenarios to understand users. More specifically, we mined user attributes of gender, smartphone price, and screen size from installed app lists by classification, achieving the accuracy of 77%, 93%, and 90%, respectively. We also discovered user groups using clustering, compared with other user subspaces. With the user representation framework, we showed how we can label each user with semantics extracted from the meaningful basic components.

Although installed app lists have lots of information about user attributes, they still have some defects. For example, installed app lists do not contain information on how frequently an app is used. It would be more informative if we know when and how much time an app is used. Besides, it is difficult to evaluate the semantic label given to each user. We will try to cope with these issues in the future work.
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